
Gridigrator:

A Very Fast Volume Renderer

for 3D Scalar Fields Defined on Curvilinear Grids

A1 Globus, Computer Sciences Corporation

Report RNR-92-001

This work was supported by NASA Contract NAS 2-12961 to Computer Sciences Corporation

for the Numerical Aerodynamic Simulation Systems Division at NASA Ames Research Center.

Copies of this report are available from:

NAS Applied Research Office

Mail Stop T045-1
NASA Ames Research Center

Moffett Field, CA 94035

(415) 604-4332



Gridigrator:

A Very Fast Volume Renderer

for 3D Scalar Fields Defined on Curvilinear Grids

A1 Globus

Computer Sciences Corporation
NASA Ames Research Center

Gridigrator is a software module which renders scalar volumes on

curvilinear grids by casting rays along grid lines. Each ray deposits a

scalar result on a vertex of the grid's face. This scalar is the result of a

'deposition' function applied to the data points the ray intersects. The

resulting scalar field on a surface embedded in three dimensions may

be visualized using standard techniques. This variation on ray casting

scalar field volume rendering is very fast and can be trivially com-

bined with polygon, line and point based visualizations to create im-

ages. Gridigration is a O(n) technique where n is the number of grid

nodes. Gridigrator is much faster than traditional ray casting volume

rendering on identical workstation hardware. Gridigrator on a work-

station is somewhat faster than traditional ray casting volume render-

ing on a massively parallel supercomputer. Although interpretation of

results can be difficult, we expect gridigration to be useful for quick

look surveys of scalar fields to find features of interest. A generaliza-

tion of gridigration based on a medical x-ray imaging analogy is

briefly discussed as a promising avenue for further research.

Introduction

Gridigration is best understood by comparison with traditional ray casting volume rendering

(RCVR). A volumetric object may be rendered by casting rays from each screen pixel through the

object. The volume is sampled along each ray. A transfer function is applied at each sample point.
The results of the transfer function along each ray are composited to determine pixel properties.

The resulting image is view-dependent and takes a long time to calculate because the data must be

interpolated many times and, particularly for curvilinear grids, the intersections of the rays with
the data set elements are difficult to calculate quickly. A more thorough description of RCVR

through curvilinear volumes, including extensive references, may be found in [Usel91 ].

If one wishes to create a single image containing traditional graphical elements (polygons, line,

points) and RCVR, it is necessary to know the graphic element location before RCVR begins.

Each ray must check for polygon intersections as it is cast and compositing of lines and points

must be done in proper depth order [Levo88]. Thus, embedding geometric visualizations known a

priori in the image is possible, but one loses the ability to quickly rotate and zoom since the view-

dependent volume visualization is too slow. View independence may be achieved by texture map-

ping the RCVR image onto a polygon located appropriately in space, although the author is not

aware of anyone using this approach for scientific visualization.



W.Kruegerdescribesageneralizationof RCVRusingtheformalismsof transporttheoryfrom
physics[Krue90].Transporttheoryallowsraysto travelalongpathsthat arenot straight.Similar-
ly, thegridigrationtechniquecastsraysalonggrid lineswhichare,in general,curved.

An X-Ray Model of Volume Rendering
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Figure 1: X-Ray Model of Volume Rendering .

The next step to understanding gfidigration is the medical x-ray imaging analogy. Consider an x-

ray lab. Rays are emitted from a machine, pass through the patient's body, are modified by the
bones and flesh inside the body, and are detected by a plate placed behind the patient. In this mod-

el there is a ray emitter (the x-ray machine), a ray detector (the plate), and rules to determine the

path rays take (x-rays are always straight). In software, although not in Gridigrator, both the emit-

ter and the detector may be placed anywhere in physical space. Thus, the resulting visualization is

view-independent. Since the detector may be composed of a set of polygons in physical space, the

resulting images can be easily combined with other visualizations in visualization systems such as

AVS [Upso89], FAST [Banc90] and others. Assuming the rays deposit a scalar field on the detec-

tor, the polygons may be color mapped and shaded using the common scalar field visualization

techniques. This deposition function combined with color mapping is equivalent to a combination

of RCVR transfer and compositing functions. The x-ray model is also discussed in [Darm91 l.

Gridigration

Consider a scalar field defined on a single grid zone in generalized curvilinear co-ordinates, i.e., a

3d scalar array with a corresponding 3d array of x,y,z locations where both arrays are indexed by

integers i,j,k. A grid face is the set of vertices where one index is held constant at an extreme val-

ue and the other indices vary over their entire range. A grid line is the set of vertices where two in-

dices are held constant and the other varies over its entire range.

To perform gridigration, the ray emitter is co-incident with one grid face and the detector the op-

posite face. Rays follow the grid lines connecting vertices in the emitter and detector. This opera-

tion is performed for each set of opposing grid faces. The rendering calculations are fast since grid

lines are very easy to traverse and no interpolation of the data is necessary. A deposition function

maps the scalar data values on the grid line to a scalar on the face vertex. Thus, the output is a sca-
lar field on a two dimensional surface embedded in 3-space. Results may be rendered as color



mapped,shadedpolygonsusingfastworkstationgraphicshardware.Theresultingimageincorpo-
ratesinformationfrom all datapointsin thescalarfield.Sincethevolumerenderer'soutputis a
setof view-independentcolor-mappedpolygons,it maybetrivially combinedwith theresultsof
othervisualizationtechniques.

Interpretingtheresultingimagesrequiresanintimateknowledgeof grid topology,butmostscien-
tistsandengineersknowtheir gridsverywell. Not all grid topologieslendthemselvesto straight-
forwardinterpretationusingthis technique,butmanystandardgrid typeshavestraightlinesalong
oneindex.In othercommongrids,grid linesextendradially outwardfrom asimpleshape.In
thesecases,interpretationof gridigratorimagesis fairly straightforward,althoughmoredifficult
thanwith RCVR.

Method

Gridigratoris implementedasa modulein SiliconGraphicsInc.'sExplorer,a scientificvisualiza-
tionenvironment.Themodulewaswritten in C++ [Stro91].ExistingExplorermodulesareused
to renderGridigrator'soutput,to inputdata,to selectsubsetsof thedatato gridigrate,to generate
andrenderothervolumevisualizations(e.g.,isosurfaces),etc.

Thegridigratormoduletakesa3D scalarcurvilinearlatticeandadepositionfunctionspecifica-
tionasinput andproducessix 2D scalarcurvilinearlatticesembeddedin 3-spaceandtheir ex-
tremevaluesasoutput.A latticeis thegeneralizedarraydatastructurein Explorer.Eachof the2D
latticesis co-locatedwith onefaceof the3D lattice.Eachpair of 2D latticescorrespondingto op-
positefaceshavethesamescalarfield butdifferentgrids.Thescalarfieldsaregeneratedby the
depositionfunctionappliedto grid lines.To performgridigration,eachdatanodemustbevisited
threetimes- oncefor eachgrid direction.Themodulewe implementedalsovisitseachnodein
thesixoutputlatticesto determineoutputextremato aid color-mapgeneration.

Thedepositionfunctionis presentlylimited to integration,minimumvalue,or maximumvalue
alongagrid line. Minimum andmaximumdepositionfunctionssimply find theextremevalue
alongeachgrid line. Integrationis the line integralalongagrid line. This maybecalculatedby
summingtheline integralbetweeneachconnectedpairof nodesalongthegrid line. Integration
betweentwo nodesis performedusingthetrapezoidrule, i.e.,

1 = (snl +sn2) (LineLength) (1)
2

where I is the trapezoidal approximation to the line integral, and snl and sn2 are the values of the

scalar field at connected nodes. LineLength may be set to two, effectively ignoring cell size, to

bring out features in small grid cells.

The Explorer visualization environment is a data flow system with an interpreted, visual program-

ming user interface. Modules are C, C++ or Fortran functions which interface to Explorer through

a set of function calls that make up an application programmer's interface (API) and the Module

Builder, an X-Windows System widget based application that generates C++ source code. The

generated code is compiled and linked with the API libraries and a C++ function implementing

gridigration.



TheGridigrator functioncall usesthefollowing C++classes(indentationindicatesderived
classes):

MinMax -- managesextremavalues
RegularField -- ann dimensionalfield with noexplicit grid

Field -- a field with acurvilineargrid
Grid -- aRegularFieldinterpretedasa grid

MultiField -- a field consistingof multiple fields.Usedfor thesix exteriorfaces.
FaeeSpeclterator-- iterateoversix specificationsof 3D field faces
FieldIterator -- iterateoverall thenodesin a field

FieldFaeelterator -- iterateoverall thenodesononefaceof a 3D field
FieldLineIterator -- iterateoverall thenodesin onegrid line

IntVector -- anarrayof integers
Gridigratortiming datawascollectedusingtheUNIX¢r)time() utility. Threedatasetswereexam-
ined:a blunt-fin [Hung85],a shuttlemainengineLOX post[Roge86],andashuttleorbiter in
flight [Rizk85].Thewholedatasetwasgridigratedin eachcase,althoughnotall of theoutputis
displayed.For eachof thefour possibledepositionfunctions(min,max,integration,integration
with intra-nodelength= 2) therewerethreetime trials.Theresultsbelowareaverages.

RCVRtiming datawascollectedusingS.Uselton'ssoftware(Usel91)on thesamehardwarecon-
figurationusedfor gridigration.Thesameblunt-finsimulationdatawereused,butaslightly dif-
ferentscalarfield. 511x 511rayswerecast.70,981raysintersectedthedataset.Theview wasin
thepositivey directionlooking towardsthecenterof theboundingbox.Thedepositionfunction
mappedlow densityto blue/transparentandhighdensityto red/opaquewith a linear functionbe-
tweenextremevalues.

Results

Figure4 is four gridigrationsof theblunt-fin.Only threeof thesix generatedsurfacesareshown:
theplate,thefin, andthegrid facewheretheflow exitsthesimulation.Thefour imagesillustrate
thefourdepositionfunctions.In eachcasetheextremevaluesof gridigratoroutputareshownso
thatthecolorsmaybeproperlyinterpreted.Notethetwo shocksvisibleonthefiat platein front of
thefin in thebottomright image(linelength= 2). Only oneis detectablein thebottomleft image.
Thesecond,weakershockonly occursneartheplate-- wherethegrid is severelycompressed.
Thus,theshockbecomesvisiblesincethenumeroussmallcells neartheplatecontainthefeature
of interestwhich is not washedout bythefewer,largercellsfartherfrom theplate.

Figure5 isa gridigrationof a simulationof flow aroundtheNASA shuttleorbiter.Theimagesare
very similar to surfacepressureplots,but reflectthepressurenotonly at theorbiter's surfacebut
alsoalongthegrid linesleavingthesurface.In thisvisualization,the lengthof grid lines in physi-
cal spaceis ignored(i.e.,LineLength = 2 in equation 1). This gives greater weight to the physics

near the surface where grid spacing is very close.

Figure 6 shows gridigration combined with a polygonal isosurface to demonstrate the ease with

which gridigrator volume rendering is combined with traditional graphic objects. No special soft-
ware was written to achieve this combination. In fact, the gridigrator module does not draw pic-

tures, it simply creates six scalar lattices that are rendered by other Explorer modules. Figure 7

shows the Explorer 'map' used to generate the image in figure 6.

Gridigration of the data sets examined took from one to six seconds on a Silicon Graphics Inc.



320VGX workstationusing33Mhz MIPSprocessors.Dr. Uselton'sRCVR for curvilineardata
setstook 280secondsontheblunt-finusingthesamehardware.Comparabletimefor gridigration
wasaboutfour seconds.In thiscase,gridigrafionappearsto be70 timesfasterthanRCVRon the
samehardware.J.Challingerreports28secondsto RCVR thesameblunt-findatasetusing 1(30
processorsof theBBN TC200massivelyparallelcomputeratLawrenceLivermoreNationalLab-
oratories[Cha192].Thus,gridigrationis morethansix timesfasterthanRCVRonmuchfaster
hardware.

Figure2 showsgridigratortiming resultswhencell sizeis not ignoredfor thedatasetsin figures
4-6.Notethat gridigrationtimeincreaseslinearlywith datasetsize.Figure3 is acomparisonof
gridigrationtimeon theblunt-finwherethedepositionfunctionvaries.Note thatgridigrationtime
is substantiallylongerwhenthedistancebetweendatanodesmustbecalculated(theIntegratePS
case).
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Figure 3: Times for Different Deposition Functions

CS stands for computation space, where LineLength in equation 1 is set to 2. PS stands for physi-

cal space where the actual length of intra-node grid lines is used in equation 1.

The blunt-fin is 40x32x32. Gridigration examined the pressure field. S. Usehon's RCVR software

examined the density field. The post is 38 x 76 x 38. The shuttle is 80 x 63 x 45. All data is calcu-

lated but only 55 x 63 x 45 is displayed since the rest of the field is uninteresting.

Discussion

Gridigration is an interesting, quick and dirty variation on current volume rendering techniques.

Interpretation of gridigrator images is difficult. The author will usually look at three of the six grid



facesoutput. It is sometimespossibleto determinethelocationof featuresby comparingthefea-
ture'simageoneachof thethreefaces.Figure6containsanannotationof onesuchcase.

Becauseit is fast,gridigrationmaybeusefulfor tuningtransferfunctionsbeforepayingtheprice
of RCVR,atleastwhentherelationshipbetweendepositionfunctionsandtransferfunctionsis
clear.

Thex-ray imaginganalogyis potentiallyveryuseful.Softwarethatcastsraysin straightlines
ontofiat detectors(plates)couldsignificantlyreducedifficulties in interpretation.If sucharender-
ing weredonealongeachof thethreeaxis (x, y, andz), theresultingplatescouldbemovedalong
their respectivenormalsto intersectregionsof interest.It wouldbeeasierto detectsuchfeatures
with fiat detectorsandstraightraysthanwith gridigrationasin figure6. Suchsoftwarewould,of
course,bemuchslowerthangridigration.However,comparedwith traditionalRCVR fewerrays
needbecast.A smallerperformanceimprovementis achievedbycastingraysonly alongaxis
ratherthanatarbitraryangles.If thedetectoris atwo dimensional,structuredgrid, thedetector
maybetemporarilycoarsenedto implementadaptiverefinementto improveinteractiveresponse.
Integrationwith otherpolygon/line/pointbasedvisualizationis astrivial aswith gridigration.
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Bluntfin Pressure Field

This figure compares deposition functions. The maximum i plane and minimum j and k planes ar(

drawn. The min/max above each image are the extreme of the colormap for the image.
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